Optical tomographic image reconstruction from ultrafast time-sliced transmission measurements


Optical imaging and localization of objects inside a highly scattering medium, such as a tumor in the breast, is a challenging problem with many practical applications. Conventional imaging methods generally provide only two-dimensional (2-D) images of limited spatial resolution with little diagnostic ability. Here we present an inversion algorithm that uses time-resolved transillumination measurements in the form of a sequence of picosecond-duration intensity patterns of transmitted ultrashort light pulses to reconstruct three-dimensional (3-D) images of an absorbing object located inside a slab of a highly scattering medium. The experimental arrangement used a 3-mm-diameter collimated beam of 800-nm, 150-fs, 1-kHz repetition rate light pulses from a Ti:sapphire laser and amplifier system to illuminate one side of the slab sample. An ultrafast gated intensified camera system that provides a minimum FWHM gate width of 80 ps recorded the 2-D intensity patterns of the light transmitted through the opposite side of the slab. The gate position was varied in steps of 100 ps over a 5-ns range to obtain a sequence of 2-D transmitted light intensity patterns of both less-scattered and multiple-scattered light for image reconstruction. The inversion algorithm is based on the diffusion approximation of the radiative transfer theory for photon transport in a turbid medium. It uses a Green's function perturbative approach under the Rytov approximation and combines a 2-D matrix inversion with a one-dimensional Fourier-transform inversion to achieve speedy 3-D image reconstruction. In addition to the lateral position, the method provides information about the axial position of the object as well, whereas the 2-D reconstruction methods yield only lateral position. © 1999 Optical Society of America
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1. Introduction

The past decade has witnessed a rapid growth of research activities in optical imaging of objects located inside turbid media.1–12 This interest derives from potential practical applications of optical imaging in such diverse areas as detection of tumors in the human body, monitoring of aerosols and hydrometeors in the atmosphere, and tracking of fuel droplets in the front nozzle of jet engines. Among these areas, biomedical applications have attracted the most attention because safe, noninvasive, and affordable imaging modalities with diagnostic ability can be developed using near-infrared light.2 An intensely pursued area is optical mammography in which near-infrared light is used to screen for breast cancer, a major and increasing health problem that affects one out of every eight women in the United States.13 X-ray mammography, the most commonly used breast imaging modality, is not suitable for imaging young dense breasts, may not distinguish between malignant and benign tumors, and frequent exposure to ionizing x rays could be harmful if used for routine screening. The impetus for developing optical mammography is to overcome some of these limitations of x-ray mammography and to achieve diagnostic ability by exploiting potential spectroscopic differences14,15 between the tumor and the surrounding tissues.

In its simplest form, optical imaging involves illuminating an object with light of appropriate wavelength and looking for its shadow in the transmitted light. Some difference in optical properties between the object and the surrounding medium is necessary for the formation of a shadow image. However, strong scattering of light by biological tissues severely degrades the image quality, and for sufficiently thick tissues, completely buries it in the background noise. Time-
resolved,3,5,6,11,12 and continuous-wave (cw)7,8 methods have been developed to sort out image-bearing ballistic and snake photons from the image-blurring multiple-scattered photons.16 These methods improve the image quality to different extents, but suffer from low signal-to-noise ratio when used for imaging through thick, highly scattering samples. Inverse image reconstruction (IIR) methods make use of the measured scattered light intensity around the object, knowledge (or estimate) of optical properties of the turbid medium and the object inside it, and mathematical models to construct images of the object.4,9,12,17–24 An IIR method requires extensive measurement of light intensities around the object and a long computation time for obtaining an image. Continuous-wave or frequency-modulated light, as well as ultrashort light, pulses may be used to accumulate data for IIR.

In this paper we report on a novel IIR approach that makes use of experimentally measured time-sliced two-dimensional (2-D) transmitted light intensity distribution, \( I(x, y, t) \), to reconstruct three-dimensional (3-D) images. Time-sliced imaging is an extension of the idea of time-resolved early-light imaging except that picoseCONDS-duration temporal slices of the transmitted light covering both early-arriving less-scattered and late-arriving multiple-scattered photons are used to obtain a sequence of 2-D intensity patterns \( I(x, y, t_j) \). Transmission measurements are carried out using a gated image intensifier that provides an approximately 80-ps duration time gate whose temporal position can be varied over a 20-ns range to collect a sequence of 2-D transmitted light intensity distribution \( I(x, y, t_j) \). The inversion algorithm uses a 2-D matrix inversion with a one-dimensional (1-D) Fourier-transform inversion based on symmetry in cylindrical coordinates that greatly reduces computation time compared with direct 3-D inversion.

Our approach is a significant advance in optical tomographic imaging of turbid media. First, use of time-resolved data enables reconstruction of 3-D images that provide considerable information about object location in three dimensions. Depth information may not be available from direct transillumination methods, or even x-ray mammography that yields only 2-D images. It has been demonstrated recently that IIR approaches using cw measurements may not be adequate for a unique reconstruction of the internal optical characteristics of a scattering medium even when multiple sources and detectors are used.25 Shifting of the positions of the source detector pairs may lead to 3-D image information, but it would make data acquisition highly time-consuming. Second, time-sliced data provide a wealth of information over a broad frequency range that is essential for 3-D image reconstruction as compared with frequency-domain schemes that commonly use several discrete frequencies. Frequency-domain methods may, in principle, scan over a broad continuous range of frequencies to generate data that are equivalent to time-domain methods. However, accumulation and processing of data over such a broad frequency range (several giga-Hertz) would be extremely time-consuming. Moreover, currently available sources cannot provide adequate power at such high frequencies. Use of time-resolved measurements is an effective way to collect data with adequate information content for 3-D image reconstruction.18 Another advantage of the present scheme that makes use of time-sliced 2-D light intensity patterns over earlier time-domain IIR schemes17,18 is speedy data acquisition. Those earlier schemes involving measurement of time-resolved profiles using multiple fibers and single-element detectors were time-consuming, expensive, and required complicated synchronization schemes. In the present scheme using a gated charge-coupled device (CCD) camera for detection, each pixel of the 384 x 288 pixels sensing element can be considered to be equivalent to a detector in the multidetector configuration mentioned above, and a 2-D spatial distribution of transmitted light intensity is obtained in every frame recorded by the camera. Use of only the transmitted light measured with a single CCD camera makes data acquisition simpler and faster than data acquisition that requires measurements of light intensity around the object using multiple detectors. Finally, use of a 2-D matrix inversion with a 1-D Fourier-transform inversion in the algorithm, together with fast time-gated data acquisition, enables reconstruction of 3-D images within a short time, a key requirement for real-time clinical applications. Although the linear perturbative approach has been used before, this use of a 2-D matrix inversion with a 1-D Fourier-transform inversion for speedy image reconstruction is a new salient feature of our approach.

As a proof of concept, we used the method to reconstruct images of an absorbing object placed inside a tissue-simulating model turbid medium. We obtain good localization of the object in the lateral dimensions. Spatial resolution along the axial direction is promising, but needs improvement. The remainder of this paper is organized as follows. Section 2 details the experimental arrangement, sample characteristics, and data-acquisition scheme. The IIR algorithm is presented in Subsection 3.A. Because the inversion problem is ill-posed, some form of regularization is needed to extract useful image information. The degree of regularization is typically controlled by parameters that are usually chosen empirically. The L-curve method26 that we use to select optimal regularization parameters is described in Subsection 3.B. The formalism is used to reconstruct images of an absorbing object inside a turbid medium and the results are presented in Section 4. The results of reconstruction using simulated data presented in Subsection 4.A is compared with that obtained using experimental data presented in Subsection 4.B. Implications of these results for obtaining tomographic images of biological tissues and the scope of this IIR approach are discussed in Section 5.

2. Experimental Method and Materials
The experimental arrangement for picosecond-duration time-sliced measurement of transmitted light intensity is displayed schematically in Fig. 1(a).
The object to be imaged was a 3 × 3 × 10 mm³ rectangular parallelepiped made of aluminum and painted black. It was suspended on axis at a distance of 15 mm (z = 45 mm) from the exit plane and absorbed most of the light incident on it. The cell was illuminated through the input plane with 150-fs duration, 1-kHz repetition rate pulses of 800-nm light from a Ti:sapphire laser and amplifier system.28 The 3-mm-diameter collimated laser beam with an average power of approximately 100 mW was incident along the axis (z axis) onto one of the flat faces (input plane) of the cylindrical cell.

The 2-D intensity distribution of light emergent from the opposite endface of the cell (exit plane) was collected by a 24-mm focal-length f/2.8 camera lens with a 84° angle of view and was recorded by the ultrafast gated intensified camera system (UGICS). The UGICS is a compact gated image intensifier unit that is fiber optically coupled to a CCD camera. It provides an electronic time gate whose FWHM duration could be adjusted to a minimum of approximately 80 ps. The gate position could be varied over a 20-ns range with a minimum step size of 25 ps. The signal recorded by the system at a particular gate position is a convolution of the transmitted light pulse with the gate pulse centered on the gate position. The collection optics was adjusted to capture light transmitted through the exit plane, and no attempt was made to use the scattered light emergent through the curved surface of the cell. The data then consisted of a sequence of time-resolved 2-D intensity distribution integrated over the gate duration at different gate positions, I(x, y, tᵢ). Because I(x, y, tᵢ) is the 2-D spatial intensity distribution integrated over a 80-ps slice of time for the gate position tᵢ, we refer to it as a time-sliced intensity pattern (or intensity distribution). These time-sliced intensity patterns were recorded by the CCD camera and displayed on a personal computer.

In the experiment reported here, the gate width was adjusted to 80 ps and I(x, y, tᵢ) were recorded over a 5-ns range by varying the gate pulse position in steps of 100 ps. The zero time was taken to be the instant when the incident light pulse entered the front surface of the cell. I(x, y, tᵢ) provided the experimental data for IIR.

Experimentally recorded typical 2-D intensity patterns of transmitted light with the object inside the medium are shown in Figs. 2(a) and 2(b) for gate positions of 700 ps and 1500 ps, respectively. The 1500-ps pattern is spatially more spread out than the 700-ps pattern because the electronic time gate collects light that is more diffuse and hence spatially spread out at the 1500-ps position than that at the 700-ps position. Intensity patterns recorded with later gate positions spread out even further. Because the temporal profile of the transmitted light intensity peaks around 2 ns, the intensity at the center of the 1500-ps pattern is higher than that of the 700-ps pattern. No shadow image of the object was apparent in either of the intensity patterns. All the intensity patterns measured over the 5-ns range were

The detail of the cylindrical sample cell geometry is presented in Fig. 1(b). The location of the object on a plane parallel to and 15 mm toward the source from the exit plane (45 mm from the input plane) is shown in Fig. 1(c). The scattering medium was a suspension of Intralipid-10% (Kabi Pharmacia Inc., Clayton, North Carolina) in water. Intralipid-10% is a fat emulsion used clinically as a nutrient and in research as a phantom to investigate light propagation in tissues. The concentration of Intralipid-10% suspension was adjusted to provide an estimated reduced scattering coefficient μₛ′ of 0.4 mm⁻¹ and an absorption coefficient μₐ of 0.02 mm⁻¹ at 800 nm.27 The Intralipid suspension was held in a 60-mm-long and 200-mm-diameter cylindrical Plexiglas cell. The cell thickness was chosen to be equivalent to that of an average breast under the extent of compression commonly used in x-ray mammography.
transferred to a Silicon Graphics Origin-2000 computer for use as experimental data for 3-D IIR. The computer has four parallel 195-MHz CPU’s, but only one was used in this research.

3. Reconstruction Formalism

A. Algorithm

The time-sliced IIR formalism presented here is based on the diffusion approximation of the radiative transport theory for photon migration in a scattering medium.9 The diffusion equation in a turbid medium is given by

$$\left( \frac{\partial}{\partial t} + \mu_a(\mathbf{r}) c - \nabla[D(\mathbf{r}) c \nabla] \right) I(\mathbf{r}, t) = S(\mathbf{r}, t),$$

where $I$ is the photon density (photons/cm$^3$), $S$ is the source strength [photons/(cm$^3$*s)], $\mu_a$ is the absorption coefficient, $D = 1/\left[3(\mu_a + (1 - g)\mu_s)\right]$ is the diffusion coefficient, $\mu_s$ is the scattering coefficient, $g$ is the scattering anisotropy factor, and $c$ is the speed of light in the medium. We are interested in the following problem: Given the time-sliced intensity pattern transmitted through the medium with the object $I(x, y, t)$, and without the object $I_0(x, y, t)$, we want to reconstruct a map of the change in optical parameters, the absorption coefficient in this case. The medium without the object is referred to as the reference medium.

The formulation of the forward problem uses a slab geometry $(0, z_0)$ formed by cylindrical coordinates $(\rho, \varphi, z)$, as shown schematically in Fig. 1(b). A point source (or a $\varphi$-symmetric finite source) is assumed to be located (or is centered) at $(0, 0, 0)$. The detector system is located on the $z_0$ plane and is mapped onto the CCD camera by a lens. The $\rho$ boundary is assumed to be at infinity. However, it can be replaced by a finite boundary using a more complex Green’s function. We use a Green’s function perturbative approach under the Rytov approximation$^4$ to produce a linear inverse algorithm.$^9$ The Rytov approximation is used because it has been shown to provide a more accurate reconstruction of the absorptive properties than the Born approximation.$^29$ The reference medium, i.e., the medium without the object, is assumed to be uniform. Our formulation requires only the surrounding medium and not the object to be cylindrically symmetric, a condition that can be arranged in an experiment. For example, in the case of breast imaging the breast may be placed in a cylindrical cell containing an index-matching liquid with optical properties that are similar to the average values of optical properties of a real breast. The aim of the reconstruction process would then be to obtain a spatial map of the difference in optical properties from those average values. Thus the assumption of cylindrical symmetry for the surrounding medium is not a serious limitation for the applicability of the formalism.

The forward problem can be represented in matrix form as

$$\mathbf{Y} = \mathbf{WX},$$

where $\mathbf{Y}$ is a vector represented by a column matrix whose elements are measured changes in transmitted intensity, $\mathbf{X}$ is a vector whose elements are optical parameter (absorption or scattering coefficient) changes that are due to the presence of the object, and $\mathbf{W}$ is the weight function,$^9$ which, in the linear inversion case, is related only to the reference medium. The vector $\mathbf{Y}$ has $M$ elements, determined from the experimental data as $Y_i = -\log(I_i/I_{i0})$, where $I_i$ and $I_{i0}$ are the measured intensities with and without the object, respectively, and $M = (n_r \times n_{\varphi} \times n_z)$ where $n_t$ is the number of time slices and $n_r$ and $n_{\varphi}$ are the numbers of radial and angular sections, respectively, that the detector plane is divided into. $\mathbf{X}$ has $N$ elements, $X_j = c\Delta\mu_a(\mathbf{r}_j)$ or $c\Delta\mu_s(\mathbf{r}_j)$, where $N$ is the number of voxels that the sample cell is divided into. $\mathbf{W}$ is an $M \times N$ matrix that, under the assumptions of a cylindrical boundary and a uniform reference medium, satisfies the $\varphi$-rotation invariance, i.e., it is a function of $\varphi - \varphi_d$, where $\varphi_d$ is the angle coordinate of

![Fig. 2. Experimentally measured 2-D intensity distribution of light transmitted through the scattering medium with the object for a gate position of (a) 700 ps and (b) 1500 ps. (c) The object was located approximately on the axis of the cylindrical cell at a distance of 15 mm from the exit plane.](image-url)
a point on the detector plane and $\varphi$ is the angle coordinate of a voxel. It should be pointed out that the reference medium (not the object) needs to be cylindrically symmetric. For time-resolved absorption tomography, $W$ is written as

$$ W_{3-D}(\rho_d, \rho, z, \varphi - \varphi_d, t) = \frac{\Delta V}{G_{\rho_d}^x(\rho_d, t) G_z^x(z_0, 0, t)} \times \frac{1}{4\pi Dc(t - \tau)} \exp \left[ -\frac{r^2 + 2\rho \rho_d \cos(\varphi - \varphi_d)}{4Dc(t - \tau)} \right] \times G_z^x(z, z_0, t - \tau) G_{\rho}^0(\rho, \tau) G_{\varphi}^0(\varphi, \tau). \quad (3) $$

In Eq. (3), $G_z^x(z, z_0, t - \tau)$ is a 1-D slab Green’s function for the reference medium with source at $z = 0$ and is written as

$$ G_z^x(z, z_0, t - \tau) = \left(4\pi Dc(t - \tau)\right)^{-1/2} \exp\left(-z^2/4Dc(t - \tau)\right) + \sum_i \left(4\pi Dc(t - \tau)\right)^{-1/2} \exp\left[-(z - z_i)^2/4Dc(t - \tau)\right], $$

where $i$ denotes the $i$th image source that is due to the slab geometry.

$G_{\rho}^0(\rho, t)$ is a 2-D Green’s function with the source located (or centered) at $\rho = 0$. For a point source, it is of the form

$$ G_{\rho}^0(\rho, t) = \frac{1}{4\pi Dc(t)} \exp\left(-\frac{\rho^2}{4Dc(t)}\right), \quad (4) $$

and for a finite-size spot source, it is written as

$$ G_{\rho}^0(\rho, t) = \frac{1}{2Dc} \int f(\rho_d) \exp\left(-\frac{\rho^2 + \rho_d^2}{4Dc}\right) \left(\frac{2\rho \rho_d}{4Dc}\right) \rho_d d\rho_d, \quad (5) $$

where $I_0$ is the zeroth-order modified Bessel function and $f(\rho_d)$ is the intensity distribution of the incident light spot.

After making a 1-D Fourier transform of $W_{3-D}$ over $\varphi - \varphi_d$, we obtain $K$-independent 2-D matrices, $W_{2-D}(k)$ parameterized by $k$, with $K$ the number of grid points in the Fourier $k$ space. The indices of $\varphi - \varphi_d$ in the 3-D real space correspond to indices of $k$ in the Fourier space. $W_{2-D}(k)$ is an $M' \times N'$ matrix, with $M' = (\text{number of } \rho_d \text{ division}) \times (\text{number of time slices})$ and $N' = (\text{number of } \rho \text{ division}) \times (\text{number of } z \text{ division})$. The normal form $W_{2-D}(k)^T W_{2-D}(k)$ is an $N' \times N'$ matrix. We separately calculate the $K$ inverse matrices $[W_{2-D}(k)^T W_{2-D}(k) + \Lambda(k)]^{-1}$, $k = 1, 2, \ldots, K$, where $\Lambda(k)$ is a matrix for regularization. The computational complexity now is $K$ times that of inverting a $W_{2-D}$ matrix, which is much less than that of inverting a $W_{3-D}$ matrix.

Having experimental data $Y(\rho_d, \varphi_d, t)$, we make a Fourier transform over $\varphi_d$ to obtain $Y(\rho_d, k, t)$, $k = 1, 2, \ldots, K$. The technique for fast discrete Fourier convolution is used. We then use simple matrix multiplication to obtain the image in the $k$ space:

$$ X(k) = Y(k)^T W_{2-D}(k)[W_{2-D}(k)^T W_{2-D}(k) + \Lambda(k)]^{-1}, $$

$$ k = 1, 2, \ldots, K. \quad (6) $$

After $X(k)$, $k = 1, 2, \ldots, K$, is obtained, the inverse 1-D Fourier transform over $k$ reproduces the X as a function of $\varphi$ and gives the 3-D distribution of the changes in absorption (or scattering) coefficients $X(\rho, \varphi, z)$.

B. Regularization

The inversion problem is ill-posed with a huge condition number, hence a regularization procedure is necessary to obtain a unique solution. We use a diagonal form of a regularization matrix $\Lambda(k) = \lambda(k) \delta_{ij}$. A convenient way to understand the effect of regularization and to choose the suitable regularization parameter is to use the $L$ curve, which shows the properties of the regularized solution $X$ that vary with $\lambda$. Two properties of the $X$ are the norm $\|X\|$ and the norm of the corresponding residual vector $\|WX - Y\|$. $\|X\|$ indicates the stability of the solution and it decreases with an increase of $\lambda$. $\|WX - Y\|$ indicates the error that is due to the introduction of regularization and it increases with an increase of $\lambda$. As proved in Ref. 26, if $\|X\|$ versus $\|WX - Y\|$ is plotted with different values of $\lambda$, a curve similar in shape to the capital letter L is obtained. It suggests that a good regularization parameter is one that corresponds to a regularized solution near the corner of the $L$ curve because in this region there is a good compromise that keeps both $\|X\|$ and $\|WX - Y\|$ relatively small. Figure 3 shows an $L$ curve that we obtained for one of our simulation tests, which correspond to $W_{2-D}(k = 1)$. The simulation assumed a Gaussian-distributed noise level with a root-mean-square deviation of 5% (for brevity henceforth referred to simply as 5% Gaussian noise) in each simulated value of $Y$. The range of the values of $\lambda$ varies from $10^{-8}$ to $10^8$. The values of $\lambda$ corresponding to positions near the corner of the $L$ curve are approximately 0.5–1.0. Choice of a value of $\lambda$ be-
between 0.5–1.0 in our inversion calculation led to a stable image of the object with the 5% Gaussian noise.

4. Results

A. Three-Dimensional Image from Simulated Data

In the simulation, the thickness of the slab was taken to be \( z_0 = 60 \) mm. A point light source was assumed. The detector system was taken to be a circle with a radius \( R_d = 30 \) mm. To choose grids of equal area, the angle \( 2\pi \) was uniformly divided into 36 parts, whereas the radius \( R_d \) was divided into 30 parts scaled such that the outer radius of the \( j \)th disk was \( R_j = (R_d^2 j/J)^{1/2} \), where \( j = 1, 2, 3, \ldots, J \), with \( J = 30 \). In each simulated temporal profile, intensities at 30 time slices uniformly distributed from 450 to 1900 ps were taken. The number of sampling data was \( M = 30 \times 36 \times 30 \). Data both with and without the object were used to obtain \( Y_i = -\log(I_i/I_o) \), after adding the 5% Gaussian noise. The sample cell was divided into \( N = 10 \times 36 \times 20 \) voxels, with 20 divisions along the \( z \) direction and 10 divisions along the \( \rho \) direction in a 30-mm range in a way similar to that used for detector division.

Elements of \( W \) were calculated using Eq. (3) with a background-reduced scattering coefficient \( \mu_s^0 \) of 0.4 mm\(^{-1} \) and an absorption coefficient \( \mu_a^0 \) of 0.02 mm\(^{-1} \). Corresponding parameters of the object were \( \mu_s^0 = 0.4 \) mm\(^{-1} \) and \( \mu_a = 0.4 \) mm\(^{-1} \). The regularization parameter \( \lambda \) was taken to be 1.0 based on the \( L \)-curve analysis. Image of the absorbing object obtained using Eq. (6) and the 1-D Fourier transform is shown in Fig. 3. The 20 consecutive circles in Fig. 4 represent the images at 3-mm intervals along the cylinder axis (\( z \) axis) from the input plane to the exit plane. A gray scale is used to display the spatial distribution of changes in the absorption coefficient, with black representing the maximum value. For simulation the object of 3-mm linear dimension was placed in a voxel located in the 15th division along the \( z \) axis (\( z = 45 \) mm) that was approximately 15 mm away from the exit plane.

The reconstructed image locates the object in the neighborhood of where it was placed, as can be seen from the concentration of black around the 15th circle. The image [\( \Delta \mu_s(r) \) distribution] appears to be spread out both in the lateral and in the axial directions, a consequence of the scattering and the diffusion approximation used for reconstruction. The FWHM of the image is approximately 6 mm in the lateral plane and approximately 12 mm in the axial direction.

B. Three-Dimensional Image from Experimental Data

In the IIR using experimental data, we approximated the laser beam to be a point source located at the center of the \( z_0 = 0 \)-mm plane. The \( \rho \) boundary of the container was assumed to be at infinity. The time-resolved 384 \( \times \) 288 pixels image from the CCD camera, with and without the object, were transformed to provide 30 \( \times \) 36 \( \times \) 30 pieces of \( Y \) data, as was done in simulation. The plot of \( ||X_\lambda|| \) versus \( ||WX_\lambda - Y|| \) for computing the regularization parameter \( \lambda \) showed only a small kink on the curve instead of a clear \( L \) shape. The norm of the residual vector \( ||WX_\lambda - Y|| \) at kink position was approximately 2 orders of magnitude larger than that in the simulated case. This difference may be due to the deviation of the experimental conditions from the assumptions of the theoretical forward model or because of a higher noise level in the experiment than that used in the simulation. Based on our simulation results assuming higher noise levels, we believe that the difference between the simulated and the experimental results mainly comes from higher experimental noise. Possible sources of experimental noise are pulse-to-pulse energy fluctuation in the laser beam and timing jitter in the gate position. Because we arrange a small object at the distance far enough from the source and the detectors, use of the diffusion equation with the Rytov approximation seems reasonable. Figure 5 shows a 3-D image of the object as a sequence of frames at 3-mm intervals along the axial direction reconstructed using experimental data. The lateral position of the object is reconstructed to be near the cylinder axis in the image map, as one would expect. However, the image is spread out with a half-width of approximately 20 mm along the axial direction. The absorption coefficient distribution appears to be peaked more toward the detector end than the actual object position.
One of the edges of the object was placed on the axis for experimental simplicity only and should not be considered a limitation of the present IIR approach. Reconstruction using simulated data produced a stable solution even when the object was located closer to the cylinder boundary than to the cylinder axis.

5. Discussion

Results of this study indicate that the time-sliced transmission measurements along with the diffusion tomographic IIR method can provide a 3-D map of the location of the object inside a biological tissue-simulating turbid medium. A salient feature of the approach is how short a time it takes for inverse reconstruction. Our estimate shows that a 3-D image of $10 \times 36 \times 20$ voxels can be obtained with a running time of less than 1 min on a Silicon Graphics Origin-2000 computer when only one of its four parallel 195-MHz CPU’s is used in the computation. The speed is comparable with that of a 200-MHz Pentium CPU. Combined with a fast data-acquisition scheme that we developed, this algorithm shows the potential for near-real-time IIR.

The reconstructed image of the object has the lateral position that one would expect from the experimental arrangement. The axial position is less certain, as the change in absorption coefficient $\Delta \mu_a(r)$ is more spread out in the axial direction. Comparison with image reconstructed from simulated data indicates that better axial localization is obtained using simulated data than that from the experiment. The position of the object in the reconstructed image gets shifted toward the detector plane for both the simulated and the experimental data. The shift is more pronounced for the image reconstructed using experimental data.

To further investigate this apparent shift in the peak position and the extent of localization, we carried out inverse reconstruction with simulated data for different axial positions of the object and for different noise levels. Reconstructed images using simulated data with a 5% Gaussian noise level for object locations of 30 mm ($z = 30$ mm) and 45 mm ($z = 15$ mm) from the exit plane are shown in Figs. 6(a) and 6(b), respectively. Figures 6(a) and 6(b) along with Fig. 4 indicate that, as the object is moved further away from the detector end, its localization in the reconstructed images becomes poorer. The absorption coefficient change $\Delta \mu_a(r)$ spreads out both in the axial and in the lateral directions with a consequent decrease in its peak value as the object distance from the exit plane increases. The result is expected because the further away the object is from the exit plane the higher is the probability for the image-bearing light to spread out and multiply scattered light to enroach into the region of a geometric shadow cast by the absorbing object. The overall effect is a smearing out of the shadow image. The diffusion approximation-based model used here is sensitive to that spreading and reconstructs images whose size and sharpness depend on the object location.

The shift in the peak position of reconstructed $\Delta \mu_a(r)$ distribution toward the exit plane was observed for all three positions of the object. A qualitative explanation for this shift can be given in terms of the dependence of imaging sensitivity on the object location. It is a common observation that for diffuse light imaging, if the object is located on the exit plane it is imaged with minimal distortion and optimal sharpness. Image sharpness decreases and distortion increases as the object is moved further into the scattering medium. Imaging sensitivity is then a function that peaks on the exit plane and gradually decreases toward the input plane. The $\Delta \mu_a(r)$ distribution in the reconstructed image would be proportional to a convolution of this function with $\Delta \mu_a(r)$ distribution of the object and would be shifted toward the exit plane.

The spreading out of the $\Delta \mu_a(r)$ distribution leads to a decrease in its amplitude in the reconstructed image as well because the magnitude of the inhomogeneity gets distributed over a larger region of space. For a small object in three dimensions, the spreading of its image can dramatically decrease the amplitude of imaged optical parameters, in this case $\Delta \mu_a(r)$. This accounts for the peak amplitude of 0.04 mm$^{-1}$ in the reconstructed image of Fig. 4, although the input value of the inhomogeneity was 0.4 mm$^{-1}$.

Another consequence of the imaging sensitivity being peaked on the exit plane is the observed higher noise level in the $z = 60$-mm frame (exit plane) of the reconstructed images of Figs. 4, 6(a), and 6(b). The noise in the exit plane seems to be more pronounced.
as the object is moved toward the input plane, although the same 5% Gaussian noise level was used for all three cases. The apparent higher noise in Fig. 6(b) is a consequence of the way the $\Delta\mu_s(\mathbf{r})$ distribution is displayed in these figures. The ratio of peak value of $\Delta\mu_s(\mathbf{r})$ to the magnitude of the noise level determines how prominently the noise will be displayed in the scheme used in Figs. 4, 6(a), and 6(b).

Because of the object location of 45 mm from the exit plane, the peak value of $\Delta\mu_s(\mathbf{r})$ is much smaller than that of the other two cases, the noise level appears to be more pronounced in the $z = 60$-mm frame of Fig. 6(b). Simulations with higher noise levels lend support to this observation. With a high enough input noise level, the noise in the exit plane could be as pronounced as the peak value of $\Delta\mu_s(\mathbf{r})$ in the image of the object.

The above observations of peak shift and exit plane noise with simulated data help explain the apparent lower localization and larger shift toward the detector plane of the image from experimental data shown in Fig. 5. We ascribe these to the above-mentioned peaking of imaging sensitivity toward the exit plane and the higher noise level in the experiment compared with the 5% used in simulation. Sources of noise could be energy fluctuation of pulses from the laser amplifier, long-term drift of the laser output, jitters in the position and width of the time gate, and the CCD dark noise. Ample room exists for improvement of the experimental noise and hence object localization. In this proof-of-the-principle experiment, our aim was to test if the algorithm provided meaningful 3-D images from time-sliced 2-D experimental data.

One way of reducing the magnitude of peak shift and improving the localization of the object in the reconstructed image would be to use two sets of data for reconstruction—one taken with the source and detector positioned as described in the text and the second with the $z$ positions of the source and detector reversed. To test this concept, we carried out the reconstruction using the two sets of simulated data as mentioned above for the object position of Fig. 4, that is, 15 mm toward the source from the exit plane. The result, displayed in Fig. 7, shows improvement in object localization when compared with the image in Fig. 4. The improvement will be more substantial for an object located deeper into the scattering medium as a comparison of Fig. 7 with that of Fig. 6(b) reveals.

The IIR scheme presented above would be applicable to imaging of breast in vivo. The optical properties, transport parameters, and thickness of the scattering medium used in this experiment are not too far removed from that of breast tissues. Although measurement on the breast with the lesion would provide the signal $I$, the reference $I_0$ can be obtained by using a uniform phantom with optical parameters that are equivalent to the average value of the parameters for the breasts. Another interesting possibility is to use measurements using the light of two different but nearby wavelengths. If a wavelength that is resonant with the lesion can be determined, then measurements at that wavelength can be used as the signal and measurements with a non-resonant wavelength can be used as the reference. It should be noted that such lesion-specific wave-
lengths are not well established yet. However, our spectroscopic imaging measurements indicate that if the imaging light is tuned into and out of the optical resonance of adipose breast tissues, then the adipose tissues could be highlighted in the transillumination image. Combined spectroscopic and time-sliced measurements may provide much more information for tomographic image reconstruction than that available from single-wavelength x-ray mammography. Identification of fingerprint wavelengths for cancer diagnosis is an actively pursued area of current research. Imaging with such lesion-specific light, if identified, holds the promise for simultaneous detection, localization, and diagnosis of lesions, a unique potential advantage of optical mammography.

One criticism sometimes raised about use of a reference system is that measurements without the object in the reconstruction algorithm need to be addressed. Because our inverse algorithm is linear, the difference in the absorption coefficient between the object and the medium is relevant and the choice of a reference is arbitrary. In principle, it should be possible to reconstruct images from a set of time-sliced measurements on the object in the medium alone and take for the reference medium a uniform background characterized by the average values of optical properties. For example, in an optical mammography application, a uniform medium with values of the optical properties similar to the respective average values of optical properties in the real breast could be considered a reference medium. The algorithm would try to estimate the difference between that assumed background distribution and measurement on the system with the object. The estimation can be carried out as long as the perturbation approach remains valid. Alternatively, only measurements on the object within the medium using two different but nearby wavelengths of light could be used for the signal and reference, as discussed above.

Our IIR method presents a linear approach based on the Rytov approximation, and we were particularly interested in small objects, i.e., weak perturbation. One of the practical reasons for choosing small objects is that breast tumors need to be detected at an early stage of development when they are small in size and are more treatable. Also, the difference in optical properties between normal and cancerous tissues are generally not too large. The magnitude of perturbation depends on the size of both the object and the amplitude of changes in the optical properties between the object and the surrounding medium. The combination is expected to be in the domain of small perturbation for early breast tumors. We considered small objects with high optical contrast that seemed to satisfy the requirements for the linear approach to hold as evident from the stable inverse solutions that we obtained. Linear approaches using frequency-domain measurements were shown to yield inverse images for extended objects by other groups. The present approach is expected to yield qualitatively adequate results for multiple objects, and extended objects in the strong perturbation limit as well, although the details of the object shape and amplitude of optical parameter changes may not be quantitatively precise. However, at the current state of development, similar limitations are shared by other linear and nonlinear approaches as well. The advantages of the present linear approach are speed of reconstruction, ability to provide 3-D images, and generation of stable solutions without the need for artificial termination of iteration to avoid divergence that is needed for nonlinear methods. Unlike nonlinear iterative methods, the linear approach is more susceptible to producing erroneous results for large and strong objects.

In summary, even with the above-mentioned caveats and present limitations, the wavelength-dependent, time-sliced transmission measurements and the diffusion tomographic inverse algorithm show promise for providing 3-D images of objects in a turbid medium, such as a tumor in a breast within a clinically acceptable time frame.
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